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Abstract

In his study of the Ultrapower Axiom (UA), Goldberg revealed a
connection between UA and the determinacy of certain games that wit-
ness Lipschitz reducibility between ultrafilters. In particular, he analyzed
the relationship between the Ketonen and Lipschitz orders—two natu-
ral extensions of the Mitchell order from normal measures to arbitrary
o-complete ultrafilters—and proved that the Lipschitz order extends the
Ketonen order. He further observed that under UA the two orders co-
incide. Goldberg asked if it’s consistent that the orders differ from each
other. We show that the answer is positive. In fact, even the Weak Ul-
trapower Axiom does not imply that the Ketonen and Lipschitz orders
coincide.

1 Introduction

The study and analysis of the various connections between o-complete ultra-
filters plays a central role in the theory of large cardinals. Building on this
perspective, Goldberg introduced and studied the Ultrapower Axiom (UA),
which asserts that for every pair of o-complete ultrafilters, U, W, there are
o-complete ultrafilters W* € My and U* € My, such that M‘f\V/fi’ = M%w and
j%ﬁf ojy = j{}{w o jW Goldberg’s analysis of UA has led to a series of deep
structural results about the set-theoretic universe. One key discovery is that,
under UA, the class of o-complete ultrafilters is well-ordered by a natural or-
dering called the Ketonen order (see Definition below). Goldberg further
showed that UA is equivalent to the linearity of the Ketonen order.

In his work, Goldberg identified that Ketonen comparability between ultra-
filters implies determinacy of certain infinite games, reminiscent of the Lipschitz

IFor a o-complete ultrafilter U, My denotes its ultrapower model, and jy: V — My
denotes the corresponding elementary embedding. If U € N for some inner model N of V,
we denote by (My)N and jg: N — (My)YN the corresponding ultrapower and elementary
embedding over N.



order used in descriptive set theory to compare subsets of the Cantor space (see
Definition below). He proved that, under UA, the Ketonen order and the
Lipschitz order coincide when restricted to o-complete ultrafilters, and raised
the question whether it is consistent for the two orders to disagree (see [, Ques-
tion 9.2.10]). Our main result gives a positive answer to this question:

Theorem 1.1. Consistently from a measurable cardinal, there are two o-complete
ultrafilters YV, W such that V is Lipschitz below W, but V and W are Ketonen-
incomparable. Furthermore, the same is also consistent with the assumption
that the Weak Ultrapower Axziom holds.

The Weak Ultrapower Axiom is obtained from UA by removing the require-
ment that j%’i oju = j{}{w ojw . Models of the Weak UA+-UA were constructed
in [3] and more recently in [7]. We will rely on the construction from [7] in the
proof of Theorem

The structure of this paper is as follows:

e In Section 2 we define the Ketonen and Lipschitz orders and outline their
basic properties; all the results in this section are due to Goldberg.

e In Section 3 we show that, consistently, the Ketonen and Lipschitz orders
do not coincide (however, this is not done in a model of the Weak UA).
See Theorem [B.11

e In Section 4 we sketch the basic properties of forcing with nonstationary
support products.

e In Section 5, we separate the Ketonen and Lipschitz orders in a model of
the Weak UA, thereby completing the proof of Theorem

Acknowledgments: The author deeply thanks Gabe Goldberg and Eilon
Bilinsky for many conversations on the subject of this paper.

2 Preliminaries - the Ketonen and Lipschitz or-
ders

In this section, we present the Ketonen and Lipschitz orders and draw the
connections between them. All of the results in this section are due to Goldberg,
and can be found in detail in [5].

Definition 2.1 (The Ketonen ordeIED. Let U, W be o-complete ultrafilters. We
say that U is Ketonen below W, and denote U < W, if and only if one of the
following equivalent conditions hold:

2The modern formulation of the Ketonen order is due to Goldberg, building on Ketonen’s
earlier work, which treated only weakly normal ultrafilters [8].



1. There exists I € W and a sequence (Ug: § € I) of o-complete ultrafilters,
such that each Ug concentrates on &, and, for every X C k (where K is the
underlying ordinal of U),

XeU <= {£el: XNEeUsteW.

2. There exists a o-complete ultrafilter U* € My and an elementary em-
bedding k: My — MY such that ko ju = ji¥ o jw, and k ([Id]y) <
ju (Idw).

For the equivalence between the definitions, see [B, Lemma 3.3.4]. The Keto-
nen order is a strict well-founded order on the class of all o-complete ultrafilters
(see [B, Subsection 3.3.2]). When restricted to normal measures, the Ketonen
order coincides with the Mitchell order (see [, Theorem 3.4.1], or, alternatively,
Corollary [2.8| below).

The study of the Ketonen order is especially interesting in the context of
Goldberg’s Ultrapower Axiom. Recall that the Ultrapower Aziom (UA) is
the assertion that for every pair of o-complete ultrafilters, U, W, there are o-
complete ultrafilters U* € My, and W* € My such that M%i’ = M%W, and

j‘],\V/[i] ojy = jg{w o jw. The Weak Ultrapower Axiom is obtained from UA by

removing the requirement that j%‘j ojy = j(]}{W o Jw-
Theorem 2.1 (Goldberg, [5, Theorem 3.5.1]). UA is equivalent to the linearity
of the Ketonen order.

Thus, under the UA, the class of all o-complete ultrafilters is well ordered
by the Ketonen order. Furthermore, every such ultrafilter is ordinal definable
via its rank with respect to the Ketonen order.

We proceed and define the Lipschitz order between o-complete ultrafilters.
For that, we describe the Lipschitz game of length x, G(W,U), where W,U
are subsets of P(x) for an ordinal x. The game is being held between two
players, I and II, and consists of k stages. On the i-th stage (i < k), Player I
chooses a bit a(i) € {0,1}, and Player IT responds with a bit (i) € {0,1}. Since
Player I moves first at any stage, they are aware of the sequences (a(j): j <
i),(b(j): j < i) constructed so far; Player II moves second, being aware of
the values of (a(j): j < i),(b(j): j < 4). After x rounds, the players have
constructed a pair of subsets of &,

a={i<k:a(i)=1}

b={i<k:b(i)=1}.

Player II wins if a € W <+ b € U. Otherwise, Player I wins.
The (strict) Lipschitz order is defined by setting U < W if and only if
Player T has a winning strategy in both games G, (W, U) and G (P(x) \ W,U).
An equivalent definition of the Lipschitz order may be given in terms of
Lipschitz functions. For an ordinal x, we say that a function f: P(k) — P(k) is



a super-Lipschitz function if for every £ < k and A C &, the value of f(A)N({+1)
depends only on AN &, in the sense that—

fLANE+1) =fANE)N(E+1).

We say that U is super-Lipschitz reducible to W if there exists a super-Lipschitz
function f: P(k) — P(k) such that f~1[W] = U. We call such f a super-
Lipschitz reduction of U to W.

Lemma 2.2. Player I has a winning strategy in G.(W,U) if and only if U is
super-Lipschitz reducible to P(k)\W. In the case where W is an ultrafilter, this
s equivalent to U being super-Lipschitz reducible to W.

Proof. 1t’s not hard to check that whenever W is an ultrafilter, a function f is a
super-Lipschitz reduction of U to W if and only if the function f*(4) = &\ f(4)
is a super-Lipschitz reduction of U to P(x) \ W. Thus, we only need to prove
the first part of the lemma.

Assume that Player I has a winning strategy in G,(W,U). Given A C k,
let (b4(7): i < k) be the characteristic function of A, namely, for every i < &,
bA(i) =1+ i € A. Let (a”(4): i < k) be the sequence of moves of Player I, when
played according to their winning strategy, where Player II plays b“ (i) on their
i-th move (for clarity, we stress that a”(i) is the move on the i-th round, and
we assume that a(0) = 1). For every A C &, let f(A) = {i < k: a*(i) = 0}.
Note that f is a super-Lipschitz function. Let us argue that U = f~1[P(x)\ W].
Indeed, since the strategy is winning for Player I, we have for every A C &,

AcUw {i<r: b)) =1} eU = {i<r:a(i) =1} ¢ W & f(A) € P(r)\W.

For the other direction, assume that f: P(k) — P(k) is super-Lipschitz and
U = f~1[P(k) \ W]. Let us define a winning strategy for Player I in G, (W, U).
Assume that i < k and the players have completed 7 rounds, constructing se-
quences (a(j): j <4y, (b(j): 7 < 14). In the i-th round, Player I checks whether
i€ f({j < i:b(j) = 1}). Player I chooses a(i) = 1 if and only if the an-
swer is positive. This is a winning strategy for Player I. Indeed, assume that
(a(i): i < K),(b(i): i < k) are the full sequences of moves of Players I, II,
respectively. Then:

{i<kia(i)=1}¢W o {i<r:ie f({H<r:b(y)=1}Ni)} ¢W

o fi<rbg) =1} ¢wW
s {j<ibj)=1} el

In the light of the previous lemma, we define:

Definition 2.3 (The Lipschitz order on ultrafilters). Let U, W C P(k) be ul-
trafilters on k. We say that U is Lipschitz below W, and denote U <; W, if
one of the following equivalent conditions hold:



e player I has a winning strategy in G,.(W,U).

o there exists a super-Lipschitz function f: P(k) — P(k) that reduces U to
W, in the sense that f~1[W]="U.

The Lipschitz order is a strict partial order on o-complete ultrafilters (see [5]
Corollary 3.4.29]). To the best of our knowledge, it is still not known whether the
Lipschitz order on o-complete ultrafilters must be well-founded (but it is well-
founded under UA, see Corollarybelow). We remark that the Lipschitz order
on arbitrary subsets of P(k) is ill-founded in models of AC (see [5, Theorem
3.4.30]); however, in this paper, we focus only on the Lipschitz order restricted
to o-complete ultrafilters. We freely refer to it as the “Lipschitz order,” without
mentioning the restriction to pairs of ultrafilters. We proceed and prove that
the Lipschitz order extends the Ketonen order. We provide a proof directly from
the definitions given above (for an alternative justification, see Proposition.

Proposition 2.4 (GoldbergED. Assume that U, W are o-complete ultrafilters
on k. Then U < W implies U < W.

Proof. Let I € W and (U;: i € I) be a sequence of o-complete ultrafilters, each
U; concentrates on 4, such that U ={X Ck: {i € [: X Nie U;} € W}.

Let us define a strategy for Player I in G, (U, W) (alternatively, one can
check that the function f: P(k) — P(k) defined by f(X)={ieI: XNiecU;}
is super-Lipschitz and f~'[W] = U). Assume that i < s, and the players
constructed the sequences (a(j): j <) and (b(j): j < i). Player I then checks
if i € I; if not, they play as they wish. If ¢ € I, Player I checks if {j < i: b(j) =
1} € U;, and plays a(i) = 0 if the answer is positive, and a(i) = 1 otherwise.

We argue that the above describes a winning strategy for Player 1. Let @ =
{a(i): i < k),b= (b(i): i < k) be the resulting sequence of moves. Then, indeed,

{i<kia(i)=1}eW <= {icl:a(i)=1}eW
—{iel:{j<i:b(j)=0}elU;}eW
= {j<k:b(f)=0}el.
U

Since the UA is equivalent to the linearity of the Ketonen order, we can
immediately deduce the following:

Corollary 2.5 (Goldberg). Assume UA. Then the Ketonen order and the Lip-
schitz order coincide, and both are linear.

We conclude this section by mentioning alternative characterizations of the
Ketonen and Lipschitz orders, due to Goldberg. This characterization yields a
simpler proof of Proposition

3A similar result was independently observed by Eilon Bilinsky and the author, based on
an equivalent definition of the Lipschitz order; the equivalence between the definitions was
observed by Goldberg.



Definition 2.6. Let k be an ordinal. A set Z C P(k) concentrates on a set
SCrif forevery X, Y Ck, if XNS=YNSthen X eZ+Y € Z.

Proposition 2.7 (Goldberg). Let U, W be o-complete ultrafilters on some or-
dinal k.

1. U <p W if and only if there exists Z € My such that Z concentrates on
[Idlw and for every ACk, AcU + jw(A)Nd e Z.

2. U < W if and only if there exists Z € My such that Z is a o-complete
ultrafilter concentrating on [Idlw, and for every A C k, A € U + jw(A)N
o€ Z.

Proof.

1. Assume U <z, W. Let f: P(k) — P(k) be a super-Lipschitz function such
that f~1{U] = W. In My, define Z = {X C [Id]y : [Idlw € jw (f)(X)}.
The fact that jy (f) is super-Lipschitz implies that Z concentrates on
[Id]w. Note that for every A C &,

AeUwf(A)eWw

<Ldlw € jw(f)(w(4))

< [Ld]y, € jw(f)(Gw(A) N [Tdlw)

<iw(A) N [Idlw € Z.
For the other direction, assume that Z € My concentrates on [Id]w, and
forevery AC k, A€ U « jw(A)N[Idlw € Z. Let g: kK — & be a function
such that [gly = Z. Since Z concentrates on [Id]y, we can assume that
for every o < k, g() concentrates on «. Define f: P(k) — P(k) by

setting, for each A C &, f(A) = {a < k: ANa € g(a)}. Then f is
super-Lipschitz, and for every A C &,

AcUwjw(ANIdw € Z+{a<k: ANacgla) e W« f(A) e W.

2. Assume that U < W, and let I € W and (U;: i € I) witness this, each
U; concentrates on i. Let Z = [i — U;]w. Then Z € My is a o-complete
ultrafilter that concentrates on [Id]w, and, given A C k&,

AeUw{iel: AnielU} eW & jw(A)Nd e Z.

For the other direction, just take (U;: i < k) to be a sequence of o-
complete ultrafilters representing Z, in the sense that [i — U;lw = Z, and
take I € W to be a set such that for each i € I, U; concentrates on 1.

O

A simple corollary of Proposition [2.7] is that, when restricted to normal
measures, the Lipschitz and Ketonen orders coincide with the Mitchell orderﬁ

4Recall that for normal measures U, W, we say that U is Mitchell below W and denote
U<aW,ifU e My



Corollary 2.8. Assume that U, W are normal measures on k. ThenU 14 W
U< W&U<p W.

Proof. Tt suffices to prove that U < W - U < W and U <p W - U < W.
For the former, note that U € My, is a o-complete ultrafilter that concentrates
on k = [Id)w, and for every A C k, jw(A) Nk = A, so U < W. Thus, let us
concentrate on the proof that U <y W implies U <t W. By Proposition 2.7, we
can assume that for some Z € My, that concentrates k = [Id]w, and for every
ACk, AcU ¢+ jw(A) Nk € Z. In particular, U = ZNP(k). It follows that
U e M. O

3 Separating the Ketonen and Lipschitz orders
Assume GCH. Let k be a measurable cardinal, and denote
I = {a < k: a is inaccessible}.

Let (Pa,Qa: a < k) be an Easton support product in which, for each « € I,
Qq = {0gq,, 0,1}, where 0,1 are incompatible elements (we simply denote each
forcing Q,, by Q). For every a € k\ I, Q, is the trivial forcing. In other words,

P={f: X —2: X CIis an Easton set}

ordered by inclusion. Here, by an “Easton set”, we mean a set X C « such that,
for every A € TU{k}, X N A is bounded in A.
Let G C P be generic over V. The following is standard:

Claim 3.1. k remains measurable in V[G]. Furthermore, whenever U € V is
a normal measure on K,

1. ju(P) factors to the form P x Q X juy(P)\ (k+ 1), where juy(P)\ (k+1) =
{f+ X =2: X Cju(I)\ (k+1) is an Easton set}.

2. There exists a set G* € V[G] such that, for every i € {0,1}, H; = G X
{i} x G* is juy(P)-generic set over My .

3. There are normal measures Uy, Uy € V[G] on k with corresponding ultra-
power embedding j[‘ji[G]: V|G] — My[H;] mapping G to H,.

G* as above is easily constructed in V|[G] by enumerating all the antichains
of ju(P)\ (k+1) (belonging to My [G], or, equivalently, V[G]) and constructing
an ascending k*-sequence of conditions that meets them all. Since G* is generic
over My[G], it’s also generic over My |G x {i}] for every i € {0,1}. Thus each
H; is generic over My for jy (P).

We are now ready to present one of the main results of this paper, which is
a separation between the Ketonen order and the Lipschitz order in V[G]. We
will make use of the following standard claim:



Claim 3.2. Let m > 1 and U a normal measure on a measurable cardinal k.
Then:
ﬂ{j(]m(C): CeVisaclubink} = {jun(k): n <m}.

The proof can be found, for instance, in [6] Lemma 5.3]. For the sake of
completeness, we will present the proof of Claim [3.2] below, but we defer it until
after the proof of Theorem [3.1

Theorem 3.1. Assume V = L[U], k is the unique measurable cardinal, PP is the
forcing notion described above and G,G*,Uy, Uy are as above. Denote V = Uy
and W the measure derived from -7(VU[S]2 using the ordinal jy (k) + Kk as a seed.
Then V <p W but V, W are Ketonen incomparable.

Proof. We first argue that V < W, by using the equivalent characterization
of the Lipschitz order given in Proposition For an intuitive explanation of
this argument, see the first few paragraphs following the proof of Theorem (3.1

Fix in advance a well order <t on H,+. Denote by A the set of antichains in
P. Note that P is x — c.c., so A C V.

We would like to define a set Z € Ult(V[G], W) concentrating on jy (k) <
[Id]yy, such that, for every X C k, X € V if and ouly if jyy(X) Nju(k) € Z.
For that, we need to establish some notations.

Given a P-name X for a subset of k, recall that it has an associated “nice
name” of the form | J,_,. ({i} X Ai); this means that, for each ¢« < x, 4; € A is
a maximal antichain in {g € P: ¢ IF i € X} (we allow 4; = §). In particular,
(X)g can be retrieved from A = (A;: i < k) and G, since (X)g = val ([f, G),
where

-,

val (/T,G) = {i <Ih(A) = k: GNA; #0).

The above shows that for every X C « in V|[G] there is A € A* (in V) such
that X = val(4,G).

Note that Ult(V[G], W) = UW(V[G], (U1)?) has the form Mp=[G x {1} x
G* x {1} x G**] where G** € My|G x {1} x G*] is jy2(P) \ (ju(k) + 1)-generic
over My2[G x {1} x G*].

Denote k1 = jy(k). Fix Y C k1 in My2[G x {1} x G* x {1} x G**]. Since
Juz(P) \ k1 is sufficiently closed, Y € My2[G x {1} x G*]. Thus, there exists
A € (ju2(A)™ such that

MG x {1} x G*]EY =val(4,G x {1} x G*).

Denote the jir2(<1)-least such A € My by Ay.
In U(V[G], W) = My=[G x {1} x G* x {1} x G**], define:

Z={YCki:KE V&l([fy,G x {0} x G*)}
={Y Cky: (G x {0} x G*) N Ay (k) # 0.

Clearly Z concentrates on k1. Thus, in order to establish that V <p W, it
suffices to prove the following:



Claim 3.3. For every X Crk in V[G], X €V <= jw(X)Nk1 € Z.

Proof. Fix such X € V[G]. In V[G], let A = (A;:i < k) € V be the <-least
sequence in (A)* such that X = val(4, G).
Denote Y = jy(X) N ky. It suffices to prove that, in the above notations,
Ay = ju(A). Indeed, this implies:
X eV <= rejyX)

< Kk eval (jU(/T),G x {0} x G*)

— K€ val (A'%G x {0} x G*)

— Y ecZ

As desired. = B
Thus, we proceed to prove that Ay = jy(A). First, recall that Y = jyy(X)N
k1, and, since W =px (U1)?, Y = jy, (X). Therefore, by elementarity,

My[G x {1} x G*] E Y = val (jU(A’),G x {1} x G*) .

-, -,

Since jy(A) = jyz2(A) | k1 € My= and the "val” computation is absolute,
My2[G x {1} x G*] E Y = val (jU(A’),G x {1} x G*) .

In order to deduce that Ay = jU(/T) we need to prove jyz(<i)-minimality of

=

ju(A). Assume that some B € (jy2(A))™ is jy2(<0)-below jir(A), and
My2[G x {1} x G*] EY =val(B,G x {1} x G*).
Sjnce jUz(fl) i (H(K1)+)MU = jqu) and jy (A) € (H(m)+)MU, we deduce that
B € My, B is jy(<)-below ji(A), and
My[G x {1} x G*] E ju, (X) = val(B, G x {1} x G*).

However, this contradicts elementarity and the fact that, in V[G], A is <-least
such that X = val(4, G). O

Next, we argue that V, W are Ketonen incomparable. Since we already es-
tablished that V < W, we only need to rule out the possibility that V<;W.
Assume otherwise. Let U* € Ult(V[G], W) and k: My — M} be an elemen-
tary embedding such that kojy = ji2 ojyw and k([Id]y) < ju- ([Id]y), namely
k(k) < ju (k1 + k). We will derive a contradiction below by showing that

(ko jv) (@) # (367 o jw) (G).

Since we forced over V = L[U], we can assume that the ultrapower embed-
ding (ko jy) | LIU] = (jg{w o jw) | L[U] is a finite iterated ultrapower jym of



L[U] (the iteration is finite since P is o-closed). Note that for every club C' C &
in L[U], k € jy(C), and so k(k) € k(ju(C)) = jum(C). By Claim .2} it follows
that k(k) = jyi(k) for some i < m. Since k(k) < ju~(k1 + k) = K1 + K, We
deduce k(k) € {k, k1}. Note that we used here the fact that the only measurable
cardinal in Ult(V[G], W) is jy2(k), so crit(ji¥) > w1 + k.

Consider the generic function UG: k — 2. On the one hand,

((k o jv) (UG)) (k(k)) = k(v(G)(K)) = k (0) = 0.

On the other hand, since crit(j2") > k1 > k(k),

(382 0.w) (UG) ) (k) = W (UG (k(x)) = 1

where we used the fact that jyy(G) = G x {1} x G* x {1} x G** and k(k) €
{k,k1}. This shows that (ko jy) (G) # (jg{w ojw) (G), which is the desired
contradiction. O

We would like to present some intuition behind the proof that V <p W
in Theorem [3:I] Given a normal measure U on a measurable cardinal , U is
Lipschitz below W, where W =px U? is the measure derived from jy2 using
ju(k) + r as a seed. This can be proved in several ways; perhaps the simplest is
the observation that U <;, W, and therefore U <y W. Our underlying intuition,
however, comes from the following winning strategy for Player I in the game
G (W, U).

Assume that i < k, and that Players I and II have so far constructed se-
quences (a(j) : j < ¢) and (b(j) : j < 1), respectively. Player I asks whether
i =41 + ip for some inaccessible cardinals ig < 4;. Player I plays a(i) = 0 (in-
tuitively indicating that the sequence (a(j) : j < i) does not “represent” a set
in W =g U?) if and only if b(ip) = 1 (intuitively indicating that the sequence
(b(j) : j < i1) does “represent” a set in U). It is routine to verify that this gives
Player I a winning strategy, establishing U < W.

However, U and W are also Ketonen comparable. To separate the two
orders, we adapt this intuition to the Ketonen-incomparable measures V and W
in V[G]. The key point is that in the generic extension, the players gain access
to new strategies once they recognize that their universe is a forcing extension
via Pl

More specifically, assume that (a(j) : j < 4) and (b(j) : j < i) are the moves
of Players I and II, respectively, in the game G, (W, V) up to some i < k, where
1 has the form i = 47 + ig for ig < 47 inaccessibles. Consider the set

Y = {j <ip: b(j) =1} Ciy.

Player I can present Y as the interpretation of a canonicaﬁ nice name. Player
I then computes how this nice name would be evaluated with respect to the

5Specifically, such strategies may involve the computation of nice names and their values
with respect to various generic sets.

SHere, “canonical” means that the antichains assembling the nice name are chosen least
with respect to a fixed-in-advance well order < of Vj, as in the proof of Theorem

10



generic G’ obtained from G by flipping the generic bit at coordinate iy (from 0
to 1 or vice versa). Player I plays a(i) = 0 if and only if iy belongs to the set
obtained in this computation.

This describes a winning strategy for Player I in the game G, (W, V), and
indeed the set Z from the proof of Theorem is based on this strategy.

As a final remark, we note that the set Z from the proof of Theorem
must not be a o-complete ultrafilter (by Proposition . We conjecture, even
though it’s not really clear to us, that Z is not even a filter.

Finally, we conclude this section by proving the claim used in the proof of
Theorem [3.11

Proof of Claim[3.4 We argue that
N{ju=(C) C k: Cisaclubin k} = {ju~(k): n < m}.

The inclusion D is simple, so we concentrate on the other inclusion. Denote
Kn = jun (k) for every n < m. Let a be an ordinal such that for every club C' C
K, a € jum(C). We argue that this implies that « € {k, k1,...,Km—1}. Assume
otherwise, and let 1 < n < m—1 be such that a € (k,,—1, k), where kg denotes
k. We can write o = jyn (h) (K, K1, ..., kn_1) for some h: [k]""1 — k, and we
can further assume that for every £ = (€0, . .. &n_1) € [R]™TL, h(g) > ¢,_1. For
every club C C &, juym (C) Nk, = jun(C). Therefore, for every such C, the fact

that « € jym(C) implies that—
{(Eelk]" " nE)ecyeUmr

In particular, Im(h) is stationary in V. We derive a contradiction by construct-
ing a regressive function ¢: Im(h) — & which is not constant on any stationary
subset of k. Define for every x € Im(h),

o(z) = min{n < k: for some & = (&, ..., &n_1) € [k]"", B() =z and &,—y = 7).

Note that for every = € Im(h), p(z) < z. Also, for every n < k, o 1[{n}] C
h[ [n+1]"71]. Thus, ¢ ~'[{n}] is bounded in » and in particular is nonstationary.
O

4 Nonstationary support products

Our next goal is to strengthen Theorem by additionally requiring that the
Weak Ultrapower Axiom holds. By Corollary the full Ultrapower Axiom
must fail in the resulting model. To achieve this, we rely on the recent con-
struction of a model of Weak UA + —UA from [7]. The main technique relevant
for our purposes is nonstationary-support product forcing. A further technical
feature we introduce is a substitute for “nice names” adapted to the setting of
nonstationary-support products.

Definition 4.1. 1. A set A is called nonstationary in inaccessibles if for
every inaccessible cardinal A\, AN X is nonstationary in A.

11



2. Assume that (Qn: o < K) are posets. The nonstationary support product
ngﬁ Q. consists of conditions which are functions p with domain «, such

that:

(a) for every B < o, p(B) € Qg.
(b) the set {8 < a: p(B) # 0q,} is nonstationary in inaccessibles.

The most central tool for analyzing nonstationary support products is the
following fusion lemma, whose proof can be found in 7, Lemma 1.3]

Lemma 4.2. (Fusion Lemma) Let k be a limit of inaccessible cardinals, and

let I C K be an unbounded set of inaccessibles below k. Let P = HLVESI Qu be a
nonstationary support product. Assume that:

1. for every o € I, rank(Qq) < min(I \ a + 1).
2. for every a € I, Q is a-closed.
Then P satisfies the Fusion Property; that is, given:
e a condition p € P,
e a sequence (d(a): a < k) of dense-open subsets of P,

there exists p* > p and a club C C k (if cof(k) = w, C is an unbounded cofinal
w-sequence) such that, for every a € C, the set

{rePla+1l:r"p"\(a+1)ed(a)}
1s dense in P [ a+ 1 above p* [a—i—l[]

Recall that our main goal is to mimic the proof of Theorem [3.I] and produce
two measures that are Lipschitz comparable but Ketonen incomparable. The
main obstacle is the lack of a convenient analogue of “nice names” for subsets of
k in the setting of nonstationary-support products. Nice names themselves are
not suitable here, since they typically do not belong to H,+ (as a consequence
of the failure of the x-c.c. in nonstationary-support products). Fortunately, a
trick that effectively replaces nice names already appears in several works on
nonstationary-support iterations.

We assume throughout that P is a forcing notion satisfying the assumptions
of the Fusion Lemma The goal is to code each element X € (P(x))VI¢ by
a sequence 7 € (V,,")V, and develop an ’interpretation procedure’ that retrieves
X in V[G] from 7.

The main idea is that X Na € VPat1 50 we may find a P,1-name 7, € V,
for X N . This was done above for each « separately, but the Fusion Lemma
allows to find a single condition p, a club C' C k and a sequence (7,: a < k) € V

"We remark that P | (o + 1) can be naturally identified with the poset (Hgfa Q) x Qaq.
Also, each condition p € G can be identified with the pair (p | a+ 1,p\a+1) € (P |
(a+1)) x (P\ (a+ 1)), where p\ (o + 1) is defined to be p | (k \ (a + 1)).

12



such that p - X Na = (TD‘)Ga+1 for every @ € C (see Lemma below). By
picking such p inside G, the associated sequence 7 = (7, : @ < k) can serve as a
substitute for the name X, by noting that

(X)) = U (Te) o -

aeC

The advantage is that 7 € Hg+, so 7 makes it into any inner model of V'
that contains H,.+. Indeed, A typical application of this trick is the proof that
whenever j: V — M is, say, an ultrapower embedding by a normal measure on
k,and G C P = ngsl Q. is generic over V, then (P(x))VIC¢l = (P(x))MIE],
since every subset of k can be coded by a sequence (7,: a < k) € H,+.

The argument above already appears in [4, [I, [2] and many other works
involving the nonstationary support iterations or products.

Definition 4.3. Assume the settings of Lemma [{.9 Fiz a sequence T =
(Ta:ax < Ky € V. Let G C P be generic over V and X C (VH)V[G]. We
say that T codes X wvia G, and denote—

X =wval(7,G)

if there exists a club C C k such that for every a € C, 7, is a Pyy1-name such
that
XN (V)" = (ra)g

at1’

Remark 4.4. Note that val(7,G) does not depend on the club C, in the sense
that, if there are clubs C, D C k and X,Y C (V,{)V[G] such that for every a € C,

XN V) = (r0)g

and for every £ € D,

then X =Y.

Lemma 4.5. Assume the settings of Lemma @ Suppose that X is a P-name
P

for a subset of (Vi)' . Then there exists p € G, a club C C k (in'V), and a

sequence T = (To: a € C) € V, such that, for every a € C, 74 is a Poy1-name,

and

plk X N (V) [Caril = (Ta)a.., -

In particular, in V|G|, (X>G = val(T, G).

Proof. Define the sequence of dense open sets (d(a): a < k), where, for each
a <K,

da) = {geP: qlat1lF3y C (V) %] g\ at1iF XN (V) Gl = vy

13



Note that the density of d(«) follows since P\ o + 1 is forced to be more than
a-closed. By applying the fusion lemma[4:2] we may find a condition p € G and
a club C C &, such that, for every a € C, the set

D(a) = {r € Payy: rIF3Y C (V)61 p\at11F X 0 (V)G = v}

is dense open in Pyy1.
Fix a maximal antichain B(«) C D(«) above p | a+1, and for each r € B(«),
let 77 be a Pyii-name for the subset Y as above. The P,y mix-name for
IPO(
(r7: r € B(a)) is forced by pa41 to be a subset of (V)" *"
name”, we mean the name

, Where, by “mix-

To = {(r,75): v € B()}U {(r,0): r doesn’t extend pq 1}

Then for every a € C, 7, is a P,11-name, and

plk X A (Vo) Cont) = ()

a+1

as desired. 0

Corollary 4.6. Let k and P = ngsl Qq be as in Lemma . I\;lssume that M
is an inner model of V with H,+ C M. Let PM = (Hggl Qa) . Then:

1. P=PM,
2. If G C P is generic over V, then G CP =PM is generic over M.
3. (P(r)V1 = (P(r))MIEL.

Proof. The facts that V, M agree on * (V,) and (Cub,)" = (Cub,)", imply
that the nonstationary support product Hflvfﬁ Q. is correctly computed in M.
Next, since M is an inner model of V|, any G C P which is generic over V,
is also generic over M. Thus, we concentrate on proving that (P(k))VI¢] =
(P(k))MIG), Assume that X € V[G] is a subset of x, and let X be a P-name for
it. Apply Lemma to find a condition p € G, a club C C k and a sequence
(Ta: v € C) € (V) such that

plFXNa= (Ta)

a41 '
Since p,C, 7 € M,
X = U (TQ)GQ+1

acC

and the above computation can be done in M[G]. O
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5 Separating the orders under Weak UA

We proceed and define our main forcing P. Let x be a measurable cardinal, and
denote

I = {a < k: a is inaccessible}.
Let (P, Qa:a< k) be a nonstationary support product H(]:TES 7 Q4 in which, for
each inaccessible cardinal o < k, Q, = {0g,,0,1}, where 0,1 are incompatible

elements (as above, we simply denote each forcing Q, by Q). For every other
value of a < K, Q, is the trivial forcing. Let P = P,. In other words,

P={f: X — 2: X C 1 is nonstationay in inaccessibles},

ordered by inclusion.
The following is one of the central results of [7].

Theorem 5.1. ([7, Theorem 0.4]) Assume V. = L[U]. Then V|[G] EWeak
UA+-UA.

Claim 5.1. Let k be a measurable cardinal and U a normal measure on k. Let
P be the above forcing and G C P generic over V.

1. for every i € {0,1}, let
Hi={q € ju(P): Ip € G(q < ju(p) U{(k,)})}.
Then each H; is jy(P)-generic over My, and jy[G] C H;.

2. for every i € {0,1}, there exists a normal measure U; € V|G| on k such
that j[‘Z[G]: VIG] — My[H;] is an elementary embedding that extends ju
and maps G to H;.

Proof. (Sketch; we refer the interested reader to [7, Theorem 0.2] for a more
detailed proof) It’s not hard to verify that each H; is a filter. For genericity, fix
D € My a dense open subset of jy(P). Let o — d(a) be a function in V' such
that each d(«) C P is dense open, and D = [a — d(«)]y. By the Fusion Lemma
there exists a condition p € G and a club C' C & such that for every a € C,

{g€Parr:qU(p\a+1) cd(a)}

is a dense subset of P [ a + 1. In particular, since C € U,

facju®) I (k+1): qU(ulp) \k+1) € D}

is a dense subset of jy(P) [ (k+ 1) =P x Q. Since G x {i} is generic for P x Q
over My, by extending p inside G, we deduce that jy(p) U{(k,i)} € DN H;, as
desired.

Finally, it’s not hard to verify that jy[G] C H; for each i € {0,1}, and
ju: V = My lifts in two distinct ways to an embedding whose domain is V[G],
by mapping G to H;. In fact, each lifted embedding is the ultrapower embedding
associated with the normal measures derived from it using « as a seed. Let Uy, Uy
be those normal measures. O
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We remark that, assuming GCH, forcing with P preserves cardinals (see [
Corollary 1.6]).
We are now prepared for the proof of Theorem

Proof of Theorem[I.1 Assume that V = L[U], and denote by < the canonical
well order of H, .+ in L[U]. Also denote k1 = jy (k). Let P be the forcing nation
defined at the beginning of this section, and let G C P be generic over L[U]. By
Theorem [5.1] V[G] is a model of Weak UA and —~UA. Thus, it remains to show
that there are measures V,W € V[G] on & which are Lipschitz comparable and
Ketonen incomparable.

Let V=Us and W = {X C k: k1 + K € jy,)2(X)} (where Uy, Uy € V[G]
are the normal measures on x from Claim. As in the proof of Theorem
we argue that V <p W but V, W are Ketonen incomparable. The proof that
V, W are Ketonen incomparable is identical to the argument from Theorem [3.1]
so we concentrate on proving that V < W.

First, recall that W is Rudin-Keisler equivalent to (U;)?, since the seed
(k1, k) of (U1)? can be extracted from the ordinal r; + k and vice-versa. In par-
ticular, Ult(V[G], W) = Ult(V[G], (U1)?), and it has the form M* = My:[G x
{1} x G* x {1} x G**], where G* is generated by

v\ (c+1):pe G}
and G™** is generated by
{jv=(p) \ (k1 +1): p € G}.

Fix a subset Y of k1 in M*. Since jy2(P) \ (k1 + 1) is more than x;-closed,
Y € My2[G x {1} x G*]. In My=[G x {1} x G*], let Ty be the jy2(<1)-least
sequence in (H(H1)+)MU2 such that

My2[G x {1} x G*] E Y = val (R, G x {1} x G¥).

Note that such 7y exists by Lemma [4.5
Define, in My2[G x {1} x G*], the set

Z ={Y C ky1: val(Ty, G x {0} x G*) is defined and « € val(7y, G x {0} x G*)}.

The definition of Z can be carried out in M2 [G x {1} x G*], since the assignment
of 7y for a set Y can be done internally in My2[G x {1} x G*]. It’s clear from
the definition that Z concentrates on x1 < [Id]w [

We argue that for every X C &,

XeV jw(X)ﬂKJlEZ.

Indeed, fix X C k. Let 7 € H.+ be the <-least such that, in V[G], X =
val(7, G). By elementarity, it follows that both val(jy(7),G x {0} x G*) and

8Note that k1 = val ((&: o < k), H) for any generic H C jy (P) over My (or over M2).
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val(ju(7),G x {1} x G*) are defined; the former is equal to jy,(X) and the
latter to jy, (X). Also, for every i € {0, 1},

U(V[G], U;) E ju(T) is ju(<d)-minimal such that jy,(X) = val(ju (7), Gx{i} xG™).

Denote Y = jy(X)Nk1. We argue that, in the above notations, 7 = jy (7).
In other words,

My [Gx{1}xG*] E ju(7) is jyz2(<)-least such that Y = val (jy (7), G x {1} x G*).
First, the fact that
My2[G x {1} x G| EY =val (ju(7),G x {1} x G*)
follows from the fact that, in My[G x {1} x G*],

Y = ju, (X) = ju, val(7, G)) = val(ju(T),G x {1} x G).
Note that it’s important here that val(jy (7), G x {1} x G*) is computed the same
way in My[Gx {1} xG*] and My2[Gx {1} xG*]. Finally, the j;2(<)-minimality
of jy(7) among the set of codes for Y in My:2[G x {1} x G*] follows from the
fact that jy2(<1) coincides with jy(<1) on (H(H1)+)MU, Jju(T) € (H(mﬁ)MU,
and jy(7) is, by elementarity, the jy(<)-minimal code for Y Nk = jy, (X).
Overall, we deduce that indeed 7y = jy(7), so

X eV < ke jp(X) =ju,(X)
— k€ val (ju(7), G x {0} x G¥)
< Kk € val (Ty,G x {0} x G¥)
— jw(X)Nk €7

By Proposition this implies V < W. O
We conclude this paper with the following open problem, raised by Goldberg:

Question 5.2 (Goldberg). Does UA follow from the assumption that the Lip-
schitz order is linear on the class of o-complete ultrafilters?

The Mitchell order is not linear in the models constructed in the proofs
Theorems Thus, those models don’t satisfy the linearity of the Lipschitz
order, and cannot settle Question [5.2)

Question [5.2] is motivated by the fact that linearity of the Ketonen order is
equivalent to UA (see Goldberg’s Theorem above). A positive answer would
suggest that UA is a determinacy principle.
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